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Abstract
Clickbaits are eye-catching headlines that are quite different from the actual content in the news. Clickbaits
exaggerate the facts and lure users to click them. A dataset has been introduced that consists of Nepali
news headlines and news body with label: clickbait and non-clickbait. A Machine learning model has been
implemented using Support Vector Machine and Random Forest . The model uses cosine similarity metrics
and TFIDF to compare between corresponding news headlines and news body, and classify them. The SVM
model obtained an F1 score of 0.9483 where as RF obtained an F1 score of 0.9473. Cross validation has
been used to validate the data.
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1. Introduction

Digital revolution took place with the upcoming of
digital media technologies like social media and
smartphones [1]. The printed press has been impacted
by new digital media technologies [2]. Print media is
gradually transforming into digital media. This has
made easy for the users to get any kind of information
instantly on their hand. Readers desire to read news
online through websites, blogs and social media.
Online media provide a faster means of
communication to people [3]. Online news sites are
slowly but gradually replacing traditional form of
news source like newspapers and magazines. With
this shifting paradigm, online media is undoubtedly
considered the future of journalism [4].

In Nepal, there are plenty of news portals and social
sites [5]. They have to remain competitive in order to
sustain and also to earn. One of the easiest techniques
used to get more number of users is to put attractive
headline that catches reader’s eye quickly [6]. This
generates curiosity gap in the user and forces to click
on the headline. However, the content inside may be
exaggerated or beyond the scope of the headline. Such
are referred to as clickbaits [7].

The main purpose of clickbaits is to attract viewers
to click on the catchy headlines as shown in fig. 1
This increases the number of views for that website.

However, if the viewers do not find the information
on the page not matching the title, their trust will be
lost. Clickbait news can be found in many Nepali
news portals, blogs and social sites. There are large
quantity of clickbaits in Youtube Nepali videos which
have catchy headlines but the content is different [8].

Figure 1: Illustration of Clickbait [9]

2. Related Works

There is extensive research done for clickbait
detection. Some of the research works are performed
to detect clickbait headlines solely, while some others
have performed research on detection of clickbait
headlines along with the contents of the news.

Pothast et al. [10] used methods of machine learning
with a special emphasis on Twitter network claiming
them to be the leader in this area. Logistic Regression,
Naive Bayes, and Random Forest were used for their
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research. Chakraborty et al. [11] used the
characteristics of sentence form, n-grams, Part of
Speech (POS) and special words to identify clickbaits.
Using semantics and syntactics, [12] developed
framework for the identification and classification of
news stories as clickbait or non-clickbait. This
utilized Natural Language Processing (NLP).

Cao at el. [13] developed 60 important clickbait
features and performed detection of clickbait posts on
social media using Random Forest (RF) classifier.
Adelson et al. [14], performed clickbait detection
using Parallel Neural Network (PNN). For extracting
baseline features, they used Term Frequency Inverse
Document Frequency (TFIDF) scores and pre-trained
Gobal Vectors (GloVe) for word embedding.

3. System Model

The System model is illustrated in fig. 2. It is divided
into five sections:

1. Data collection
2. Data preprocessing
3. Feature extraction
4. Algorithms
5. Model Evaluation

Figure 2: System Model

3.1 Data Collection

The dataset is collected from different Nepali News
portals like as: KerniNews1, DCnepal2,
GanthanNews3, PathivaraNews4 and social sites such
as Facebook5. It has been prepared manually by
observing and extracting clickbaits and non-clickbaits
news from different news portals and social sites. 100
students from Bachelor level were requested and
assigned to find at least 50 clickbaits from different
Nepali news portals and social sites. The dataset
consists of 10000 pairs of news pairs of title and body,
out of which 4000 are labeled as “Clickbaits” and
6000 labeled as “Non-clickbaits”.

3.2 Data Preprocessing

Data preprocessing was applied to both news
headlines and their news body. Preprocessing of the
dataset involved the phases as shown in fig. 3. Various

Figure 3: Data Preprocessing Process

punctuations and other special characters were
removed and replaced with a blank (or white) space as
shown in fig. 4. The proposed model deals with

Figure 4: Punctuation Removal

Nepali language. English characters and words have
very less significance. So, all the English characters
and even the digits were removed and replaced by a
blank space. All Nepali digits were replaced with
their corresponding word form. To convert Nepali
digits into its word form, a mapping technique is used
which is illustrated in fig. 5. The words are split if any
white space is found in the string as shown in fig. 6.

Stemming is the process of achieving the root words of
inflected or derived words by eliminating suffixes and

1https://www.kerninews.com/
2https://www.dcnepal.com/
3https://www.ganthan.com/
4https://www.pathivaranews.com/
5https://www.facebook.com/
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Figure 5: Nepali Digits Conversion

Figure 6: Word Splitting

prefixes from words in the dataset [15]. So, in order
to get the main word, prefixes and suffixes had been
removed as shown in fig. 7. Iteration is very important
in the stemming process because a single Nepali word
can have multiple prefixes and suffixes within it [15].
This stemming process is iterated for three times.

Figure 7: Nepali words stemming

Stop words are highly repeated words that puts less
impact on the text [16]. Stop word is removed to
boost the efficiency of the model because it hold less
information. Nepali stopwords from Natural
Language Toolkit (NLTK) [17] were taken. All the
stopwords mentioned in the Nepali corpus from
NLTK were filtered out from each corresponding
news-title and news-body of the dataset as shown in
fig. 8.

Figure 8: Stopwords Removal

3.3 Feature Extraction

3.3.1 Word Vocabulary Creation

Vocabulary here is the collection of unique words from
corresponding news-title and news-body. For each pair
of news-title and news-body, word vocabularies were
created.

3.3.2 Word Vectorization

TFIDF have been used to represent the words in the
form of vectors. The vectorization process consists of
three parts:

1. Term Frequency
2. Inverse Document Frequency
3. Term Frequency Inverse Document Frequency

Term Frequency

Term Frequency (TF) is the measure of frequency of a
word that appears in a document [18]. TF is given by:

T F(w) =
N

ND
(1)

where, N is the count of word ‘w’ in a document and
T N is count of total words in that document.

Inverse Document Frequency

Inverse Document Frequency (IDF) measures how
important a word is. IDF is given by:

IDF(w) = 1+ log
(

T ND
ND

)
(2)

where, T ND is count of total documents and ND is
count of documents that have word ’w’ [18].

Term Frequency Inverse Document Frequency

TFIDF is a metric that describes the value of a word
to a document compared to the whole vocabulary [18].
Mathematically:

T FIDF(w) = T F(w)× IDF(w) (3)

where, T F is term-frequency and IDF is inverse
document frequency of word ’w’.

3.3.3 Cosine Similarity

Cosine similarity is a metric that calculates cosine
angle between two vectors [19]. Cosine similarity
calculates how similar the two documents are [20].
The cosine similarity values for different document
ranges from 0 to 1. Two exactly same documents have
a value of 1 and two entirely different documents have
a value of 0. Other inbetween values shows
intermediate similarity [20]. Cosine similarity(cos(θ ))
is expressed as :

cos(θ) =
A.B

||A|| ||B||
(4)

where, A is vector of TFIDF of news-title and B is
vector of TFIDF of news-body.

3.4 Algorithms

The system model uses Support Vector Machine
(SVM) and RF classifier for classification of
clickbaits and non-clickbaits.
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3.4.1 Support Vector Machine (SVM)

SVM is an useful algorithm with supervised machine
learning that can be used for solving classification and
regression problem [21]. Any training samples that
fall on the marginal hyperplanes are the support
vectors [22]. H1 and H2 in fig. 9, represent the
marginal hyperplanes. A hyperplane is a line that
separates and classifies into two classes: clickbait and
non-clickbait. Margin is the distance between the
marginal hyperplanes.

Figure 9: Support Vectors and hyperplane

The SVM takes the training dataset and finds the
optimal hyperplane, and then separates all the
featured data objects into two classes: Clickbait and
Non-clickbait [23]. The features x1 . . .xn are the
TFIDF of title, TFIDF of body and cosine similarity
and the class label, yi is either clickbait or
non-clickbait. The output class yi is classified into
two classes: clickbait (yi = +1) and non-clickbait
(yi =−1).

The Hyperplane H and Marginal hyperplane H1 and
H2 equations are:

H : wTxi +b = 0

H1 : wTxi +b =−1

H2 : wTxi +b = 1

where, wT represents transpose of weight vector and
b represents bias [24].

The data points that were correctly classified should
satisfy the inequality:

yi ( wTxi + b ) ≥ 1 for xi , i =1, 2, . . . . [24]

3.4.2 Random Forest (RF)

RF is an algorithm for supervised classification that
generates the forest with a variety of trees for decision
[25], as shown in fig. 10. The algorithm’s basic
concept is to construct a collection of decision trees
from the randomly chosen training sets [25]. It is an
ensemble tree-based learning algorithm [26]. RF
algorithm constructs a large collection of decision
trees, where every single tree casts a vote. The final
class is decided by the majority of the votes.

Random samples from the featured dataset are taken
and decision trees are constructed. Each decision tree
cast a vote either to class: clickbait or class: non-
clickbait. Finally, all the votes from such decisions are
aggregated and final class is decided whether clickbait
or not.

Figure 10: Structure of Random Forest Classifier

4. Model Evaluation

Train-Test split

Entire dataset with 10000 news pairs were taken.
Dataset was split as Training and Testing dataset at
70:30 ratio. Model was trained using 10 fold cross
validation [27] on Training dataset. Each fold
consisted of 6300 Training data and 700 Validation
data. The remaining Testing dataset was put for
testing the model.

Cross validation

Cross-validation is a technique to uniformly distribute
a dataset into train and test data repeatedly for k folds
so as to prevent overfitting [28]. 10-fold
cross-validation provides almost an unbiased
prediction error [27]. So, a 10-fold Cross validation
technique was applied for data validation.
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Confusion Matrix

Confusion matrix demonstrates classifier’s
performance with a table of actual prediction and false
predictions. [23]. A 2x2 confusion matrix was used
for evaluating the performance. This matrix compares
the actual target with predictions done by the model.

Evaluation metrics

Tab. 1 shows the evaluation metrics used for model
evaluation.

Table 1: Evaluation Metrics

Evaluation Metrics Formula
Precision TP/(TP+FP)

Recall TP/(TP+FN)
Accuracy (TP+TN) / N

F1 Score
2×Recall×Precision

Recall+Pecision

Where,
TP : True Positive FP : False Positive
TN: True Negative FN: False Negative
N : No of data

5. Results

Extensive experiments were done on the Training
dataset using cross-validation [27]. The models were
then tested with Testing dataset.

Support Vector Machine

Fig. 11 shows performance of SVM classifier on
Testing dataset. Out of 1229 clickbaits, 1130 were
predicted correctly and out of 1771 non-clickbaits,
1721 were predicted correctly. The model obtained an
F1 score of 0.9483 for the Testing data. The Precision,
Recall, F1 score and accuracy for SVM are illustrated
in tab. 2.

Table 2: SVM Model Performance

Clickbait NonClickbait Average
Precision 0.9576 0.9456 0.9516
Recall 0.9194 0.9718 0.9456
F1 Score 0.9381 0.9585 0.9483
Accuracy 0.9503

Figure 11: Confusion Matrix for SVM with Testing
dataset

Random Forest

Confusion matrix shown in fig. 12 shows performance
of RF classifier on Testing dataset. Out of 1229
clickbaits, 1139 were predicted correctly. Similarly,
out of 1771 non-clickbaits, 1709 were predicted
correctly. An F1 score for the Testing dataset was
obtained as 0.9473. The Precision, Recall and F1
score and accuracy in tab. 3, shows the summary of
result.

Figure 12: Confusion Matrix for RF with Testing
dataset

Table 3: RF Classifier Performance

Clickbait NonClickbait Average
Precision 0.9484 0.9499 0.9492
Recall 0.9268 0.9650 0.9459
F1 Score 0.9374 0.9574 0.9473
Accuracy 0.9493
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Comparative Analysis

Fig. 13 shows the comparison between SVM and RF
classifier in terms of accuracy, precision, recall and F1
score with Testing dataset. Both the models show
nearly comparable performance. However, SVM
performed slight better than RF classifier. Compared
to [13] that showed F1 score of 0.61 in clickbait
detection using TFIDF and [14] showed 0.65 F1 score,
our model achieved better result.

Figure 13: Model Comparison

Conclusion and Future Scope

The trend of clickbait is increasing in online Nepali
media. To address this problem, a 10K dataset has
been prepared. The result shows that the proposed
model detects clickbait or non-clickbait with 95.03 %
accuracy in Nepali news.

Future scope includes gathering more data and getting
better accuracy with better model. Morphological and
pragmatic analysis in the news-title and news-body
of the dataset can be done before representing them
into vector form. This research can provide a base for
clickbait detection in Nepali Youtube videos.
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