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Abstract
Network intrusion detection systems (NIDS) play a critical role in safeguarding the integrity and security of network infrastructures.
However, the increasing complexity and dynamic nature of data centre network environment have presented significant challenges
to the effective detection and mitigation of network intrusions. This work aims to address this issue by proposing a novel approach
to NIDS specifically designed for network environment, utilizing ensemble learning techniques. The proposed NIDS leverages
the power of ensemble learning, which combines multiple detection algorithms to enhance the overall accuracy and robustness
of intrusion detection. Multiple learning algorithms, are integrated into the NIDS framework to effectively capture a wide range of
intrusion behaviors, enabling the NIDS to adapt and learn from evolving attack techniques. To evaluate the performance of the
proposed NIDS, a comprehensive simulation and experimentation framework is established using powerful GNS3 platform and data
sets made from real world network intrusion traffic (UNSW-NB15 data set).The evaluation process involves various performance
metrics, including accuracy, precision, recall, and F1-score, to assess the effectiveness and efficiency of the proposed NIDS. The
outcomes of this research include a robust and adaptive NIDS tailored specifically for network environment. The ensemble learning
has the potential to improve the accuracy of intrusion detection and reduce false positive rates, thereby enhancing the security
posture of network based systems.

Keywords
Network Intrusion Detection System, GNS3, NIDS, Ensemble Learning, Network Security, Intrusion Detection

1. Introduction

With the widespread adoption of data networks, organizations
are increasingly relying on network-based infrastructures to
store and process their critical data [1]. While network
computing offers numerous benefits, such as scalability,
cost-efficiency, and flexibility, it also introduces new security
challenges [2]. Network intrusions in computing
environments can have severe consequences, including
unauthorized access, data breaches, service disruptions, and
potential financial losses. Therefore, the development of
effective network intrusion detection systems (NIDS)
specifically designed for network infrastructure is of
paramount importance [3]. Traditional NIDS solutions often
struggle to cope with the dynamic and complex nature of
current network environments [4]. The inherent
characteristics of network-based systems, such as shared
resources, virtualization, and the high volume of network
traffic, pose unique challenges for intrusion detection [5].
Consequently, there is a pressing need for innovative
approaches that can adapt to the evolving threat landscape
and provide robust security measures [6].

Recent statistical data reveal that a large number of security
breaches occur in the virtual network layer of network [7]. The
existing/traditional intrusion detection systems (IDS) are
turning obsolete because of huge network traffic and its
dynamic behavior [8]. The increase in computational power
and resources has largely complicated the ways in which these
network attacks could be launched [9]. Many researches in
this domain are converging towards machine learning

approach, hence an ensemble learning based IDS could be a
solution to efficient Network intrusion detection [10]. ML
based detection approaches are capable of dealing with
evolving and newer threat types compared to existing IDS
techniques [11].

2. Literature Review

Contemporary research direction is focused on using a
standalone machine learning or deep learning algorithm for
network intrusion detection. The motivation behind this
research stems from the inadequacies of existing NIDS
solutions in network infrastructure. While ensemble learning
techniques have shown promise in improving the accuracy
and efficiency of intrusion detection, their potential in the
context of network computing remains largely unexplored. By
using ensemble learning, it is possible to harness the
complementary strengths of different detection algorithms
and enhance the overall effectiveness of intrusion detection.
Further results from contemporary literature show that most
of the researches have been conducted with dated data set
(NSL-KDD), which can represent the standard network
intrusion types but cannot wholly include the newer intrusion
types. Hence, this work proposes a ensemble based NIDS
capable of detecting evolving kind of intrusions in network
environment.

Krishnaveni et al. [1] developed an efficient IDS for cloud
environment using ensemble feature selection and
classification technique using the NSL-KDD, Kyoto and
Honeynet datasets. The ensemble based classification method
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classified whether the network traffic behavior is normal or
attack. They proposed the univariate ensemble filter feature
selection (UEFFS) method using five filters to get the optimal
feature subsets from the considered dataset.

Ahmad et al. [5] believes in a comprehensive assessment of
recent articles focusing on NIDS, examining the strengths and
limitations of the proposed solutions and explores current
trends and advancements in ML and DL-based NIDS,
considering aspects such as the methodology employed,
evaluation metrics used, and dataset selection.

Li et al. [7] discusses about two groups of IDS; one by fuzzy
logic and other by artificial neural network (ANN) using the
KDD99 dataset in data mining environment suggesting that
the increasing volume and velocity of generated data require
new and improved ML based NIDS.

Yang et al. [8] did a systematic literature review of
contemporary literature on NIDS on 119 top cited papers
investigating the technical domain of the research including
application, data preprossessing, attack-detection techniques,
datasets and evaluation parameters.

Pham et al. [10] proposed the use of ensemble models in
Intrusion Detection Systems (IDS) to improve their accuracy
and reduce false alarm rates. The authors proposed two
ensemble techniques, Bagging and Boosting, and apply them
to the NSL-KDD dataset. They also use two different feature
selection techniques to select the best features for the
ensemble models namely the J48 as the base classifier and the
35-feature subset.

Yin et al. [12] proposed a NIDS (Network Intrusion Detection
System) based on an RNN (Recurrent Neural Network) model.
The model exhibits higher complexity and necessitates
additional training time. The outcomes indicate reduced
detection rates specifically for less common attack categories.

A NIDS (Network Intrusion Detection System) model is
proposed by Ali et al. [13] utilizing FLN (Fast Learning
Network) and the particle swarm optimization algorithm. The
performance of the proposed model surpasses that of other
FLN-based models employing various optimization
algorithms. Limited training data caused low detection rate in
this study.

A NIDS is proposed by Jia et al. [14] employing a DNN (Deep
Neural Network) with four hidden layers, demonstrating
superior performance compared to IDS (Intrusion Detection
System) based on traditional ML (Machine Learning)
methods.

Jiang et al. [15] proposed an IDS (Intrusion Detection System)
incorporating CNN (Convolutional Neural Network) and
BiLSTM (bi-directional long short-term memory) in a deep
hierarchical structure with SMOTE (Synthetic Minority
Over-sampling Technique) to increase the representation of
minority samples using both older (NSL-KDD) and newer
(UNSW-NB15) datasets for comprehensive assessment.

The study by Karatas et al. [16] provides an analysis of six ML-
based NIDSs that tackle dataset imbalance by mitigating the
imbalance ratio through the use of SMOTE. The detection rate
for the minority attack class is enhanced. Higher accuracy was
achieved with the use of Adaboost algorithm using the latest

CSECIC-IDS2018 dataset.

Malaiya et al. [17] focused on various models for ID (Intrusion
Detection), employing fully connected networks, Variational
Autoencoders (AE), and Seq2Seq structures,
respectively.Among the different models proposed, the
Seq2Seq model exhibits the highest performance, with
increased training overhead compared to the others.

Zhang et al. [18] suggested a multilayer NIDS model
incorporating CNN (Convolutional Neural Network) and
gcForest algorithms with a novel P-Zigzag algorithm for
converting raw data into a two-dimensional greyscale image
evaluated with the combination of the UNSW-NB15 and
CIC-IDS2017 datasets.

Wei et al. [19] worked on DL (Deep Learning)-based model,
known as DBN (Deep Belief Network), and proposed and
optimized through a combination of various optimization
algorithms, including Particle Swarm, Fish Swarm, and
Genetic Algorithm.The proposed model exhibits complexity
and necessitates a longer training time.

Gao et al. [20] believed in an adaptive ensemble model,
incorporating several base classifiers such as decision tree,
random forest (RF), K-Nearest Neighbor (KNN), and DNN
facilitating best classifier selection through an adaptive voting
algorithm using the NSL-KDD dataset.

Ravi et al. [21] studied to monitor effective real-time
monitoring of network traffic for intrusion detection using a
hybrid scalable DNN (Deep Neural Network) framework
called scale-hybrid-IDS-AlertNet giving higher detection rates
on majority class attacks.

Yao et al.[22] used a multilevel intrusion detection model by
integrating a clustering concept with RF (Random Forest)
demonstrating superior performance in detecting attacks with
lower instances using the KDD Cup’99 dataset.

Khan et al. [23] employed an efficient two-stage NIDS model
utilizing deep stacked AE (Autoencoder). In the first stage,
the output is combined with probability scores and used as
an additional feature in the final decision stage, enhancing
classification for both normal and multi-class attacks.

A self-taught learning and MAPE-K framework are combined
to propose an autonomous misuse detection system in
Papamartzivanos et al. [24] to learn relevant and valuable
features with a sparse AE (Autoencoder) system and model
validation using the KDD Cup’99 and NSLKDD data sets.

Ahmad et al. [25] suggested an efficient network intrusion
detection and classification system based on AdaBoost-based
approach for network intrusion detection using UNSW-NB 15
dataset for network anomaly detection and employing SVM
and MLP for comparison.

3. Methodology

3.1 IDS Implementation on Network Environment

The block diagram of the proposed IDS implementation on
GNS3 network environment is shown in Figure 1. For custom
network traffic generation; a python api called scapy was used
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that generated various kinds of network traffic(normal and
intrusion traffic) the generated traffic was sniffed using the
python module NPCAP and with the help of Wireshark
application. The resulting packet capture file was pcap file
that contained individual packets characteristics/features.
The resulting pcap file was further processed in wireshark to
finally create a CSV file, that was fed to the trained and saved
ensemble NIDS model to obtain decision on the generated
custom/real-time network traffic.

Figure 1: IDS implementation on network environment

3.2 Model Training and Testing

Several experiments were performed for training and testing
the ensemble NIDS model on standard UNSW-NB15 data set;
further experiments on test network creation, custom data set
creation, saving trained model and predicting, validating and
evaluating the output of the custom data set were carried out.
First the UNSW-NB15 data set was separated into training set
and testing set, then the rule definition to filter the data set
is done, for the case of training purpose a rule was defined
to include the data satisfying (sttl less than or equal to 61.00
and ct state ttl less than 2.00) or (sttl greater than 61.00 ). The
rule was formulated by performing dtreeviz function on the
data set. This rule definition filtered 12 percent of data and
hence balancing the data set. Then binary classification of
the UNSW-NB data set was done using Random Forest, KNN,
Naive Bayes, Logistic Regression and XGBoost base classifiers.

The classification results were compared in terms of precision,
recall and accuracy for result validation and evaluation.

In the ensemble learning block, most important features that
impacts multi-class classification was found out using feature
imp = feature imp.sort values (’Importance’,ascending=False)
.reset index(drop=True). It was found out that top five features
that impact the classification were ’dload’, ’rate’, ’sload’, ’dur’
and ’sttl’. Considering those five important features the
original data set was transformed in such a way that it
matches the custom data set generated during our experiment
in GNS3. A multi-class ensemble model was trained using five
base classifier algorithm mentioned above and stored in local
storage using pickle python library.

Figure 2: Block diagram of the proposed Intrusion detection
model

3.3 Test Network and custom testing data creation

The next part of the experiment was creating a test network in
GNS3. The network contained two cisco router’s IOS and a
host connected to the the local computer through a virtual
network adapter called the Loopbacktest interface. Custom
generated intrusion traffic and normal traffic(IP based
packets) were fed to the test network with the help of python
scapy module, and packet capturing/sniffing was done using
wireshark application.

Figure 3: Test Network diagram

The captured traffic resulted in pcap file which on further
processing produced a CSV file that served as the testing file in
the previously trained ensemble model that was stored in the
local storage. Then result validation and evaluation was done
using parameters like Confusion matrix, Accuracy, Precision,
Recall, and F1 score.

3.4 Instrumentation Required

The network simulation part was carried out in GNS3 network
emulator/simulator with the help of python api and scapy
library. The network traffic sniffing/capturing was done using
NPCAP module and wireshark application, similarly the
resulting pcap file was processed in wireshark to finally obtain
the csv file that served as our custom data set in the
experiment. The individual base classifier training and
ensemble model building was done using Python
programming language and machine learning library
Scikit-learn on Intel CoreTM i7 processor with 32 GB RAM and
8 GB graphics card. Python programming was used as it
includes a large set of libraries and frameworks for machine
learning development. The Scikit-learn library is considered a
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robust and most useful library for machine learning which is
used to provide building block for the models.

3.5 Ensemble Learning

The ensemble methods in machine learning combined the
insights obtained from multiple learning models to facilitate
accurate and improved decisions. Ensemble learning refers to
a technique in which several models, such as classifiers or
experts, are created and merged together to address a specific
computational intelligence problem. Its primary goal is to
enhance the performance of a model in various areas, such as
classification, prediction, and function approximation, by
avoiding the selection of an under-performing model [1].
Additionally, ensemble learning can be applied to determine
the confidence level of a model’s decision, select the best
features, fuse data, support incremental learning, adapt to
changing data patterns, and rectify errors.

Voting ensemble starts by building two or more independent
models using your training data. Afterwards, we can use a
Voting Classifier to bundle our models together and average
the predictions of each sub-model when making predictions
for new data [20].

The base classifiers considered for the ensemble algorithm are:
Random Forest(RF), K-Nearest Neighbour(KNN), Naive Bayes
(NB), Logistic Regression(LR) and GradientvBoosting(XGB).

3.5.1 Ensemble Voting Algorithm

Figure 4: Ensemble Voting algorithm [10]

3.6 Data set Expalanation

The data set used for training the ensemble based Network
Intrusion Detection model is UNSW-NB15. This is
comparatively newer data set compared to popular NSL-KDD
intrusion data set and also includes newer types of intrusion
data [23]. The UNSW-NB15 dataset is a widely used network

security dataset for intrusion detection system (IDS) research
and evaluation [23]. It was created by the University of New
South Wales (UNSW) in Australia to address the limitations of
existing datasets, such as the NSL-KDD dataset.

The UNSW-NB15 dataset comprises network traffic data
collected from a real-world environment, including both
normal and malicious instances. It covers a wide range of
attack types, such as denial of service (DoS), reconnaissance,
exploitation, and infiltration. The data set contains various
features related to network protocols, source and destination
IP addresses, service types, and more [25].

Table 1: Intrusion types and count in UNSW-NB15 intrusion
dataset [26]

4. Results

4.1 Dataset Creation

In the test network created in GNS3, intrusion and normal
traffic were fed with the help of scapy module via the virtual
Loopbacktest network adapter that is connected to the test
network. Two different domains in the ip pool of 10.10.20.1/8
and 11.11.22.1/8 are created where the former ip range
represents the source and the bridge between source and the
target test network, the later ip range represents the
destination or the target test network. Upon feeding various
intrusion traffic the following results were obtained.

A total of 373364 data instances were created(ip packetes) with
13 features. The features were extracted via the packet capture
file(pcap file) made by processing the packets captured in
wireshark over multiple sessions. The extracted features was
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then mapped to match the features from standard data set
such that training/testing of the ensemble model on standard
data set(UNSW-NB15) and testing on the custom data set
could be done.

Table 2: Custom dataset intrusion and count

4.2 Model Training and Classification on standard
dataset

Binary and multi-class ensemble model was trained using the
five base classifiers, the following results were obtained.

Table 3: Classification result on standard dataset
(UNSW-NB15)

The data above clearly shows that the random forest and
XGBoost model perform better for intrusion detection with
better tracking of true positives and true negatives. Both the
model show accuracy above 93 percent with precision and
recall in range of 96 percent and 95 percent for random forest
classifier and above 92 percent precision and above 97 percent
recall for XGBoost model. The naive bayes classifier performs
unsatisfactory classification with only 75 percent accuracy
where as other two base models; KNN and and logistic
regression show moderate classification performance with
above 82 percent and 80 percent classification accuracy. The
binary ensemble model shows accuracy above 91 percent with
precision and recall rates above 92 percent and 97 percent
respectively, and hence outperforming individual model for
binary intrusion classification.

In case of multi-class intrusion classification the ensemble
model shows average accuracy, precision and recall rate of
82 percent. The binary ensemble model and the multi class
ensemble model are stored in local storage using pickle library
to use the trained model for classification of custom created
intrusion data set.

4.3 Classification of custom dataset using pre-trained
model on standard dataset

The custom generated intrusion data set was loaded to the pre
trained model on UNSW-NB15 data set to test the model’s
performance on custom generated intrusion data. Binary
classification and multi-class classification of the custom
generated data was done to observe the following results:

Table 4: Binary and Multi-class classification result on custom
created dataset using pre-trained model

In case of custom generated data set the binary model achieves
classification accuracy above 91 percent with precision higher
than 93 percent and recall higher than 97 percent. This shows
that the pre-trained binary ensemble model not only shows
higher accuracy rates on standard data set but also performs
well in custom generated data set as well.

For binary intrusion classification, out of total 336028 classified
data, 313645 data is classified as intrusion and 22383 data is
classified normal traffic. Within that classification, 293684
instances were true positive and 14417 instances were true
negative with 19961 false positive and 7966 instances of false
negative.

For the multi class classification model the multi-class
intrusion classification on the custom data set achieves
average accuracy, precision and recall of 87 percent with
higher precision, recall and f1 score in each individual
intrusion classes.

5. Discussion and Analysis

First the test network was created defining the static ip routes
and interfaces. The network was made capable of accepting
network traffic using a virtual interface through which the
intrusion and normal traffic was fed. A total of 373364 traffic
instances were created in ten different traffic types. Then the
voting ensemble model was built with the help of five base
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classifiers and the built model was trained with the the
standard UNSW-NB15 dataset. The resulting binary and
multi-class ensemble model was then saved in the local
storage such that it could be tested in the formerly created
custom dataset. The training and testing of the individual
base classifier model and binary and multi-class ensemble
model yield the following confusion matrices:

Figure 5: Confusion matrices of individual base classifiers
(top left:random forest, top right:KNN, middle left:Naive Bayes,
middle right:Logistic Regression, bottom left:XGBoost and
bottom right: ensemble model for standard(UNSW-NB15)
dataset

The first confusion matrix shows the binary classification of
the standard dataset using random forest algorithm. The
confusion matrix shows that 47369 counts of true positive and
8205 counts of true negative with 1732 false positive and 2119
false negatives.

Similarly the confusion matrix of KNN algorithm shows 45608
counts of true positive and 3468 counts of true neagative with
6451 counts of false positive and 3880 counts of false negatives.
The KNN algorithm has not been able to track true positives
with higher accuracy.

The naive bayes algorithm also does not show proper and
accurate tracking of true negative, false positive and and false
negative values as the confusion matrix shows high counts in
false positive and false negative values of 7022 and 7429. The
true positive count and true negative count with this

algorithm is 42059 and 2915 respectively which shows very
poor tracking to true negative values.

In case of logistic regression algorithm the classification
results shows that the use of this algorithm does very poor
tracking of true negative values with only 306 counts. The false
positive count is also very high with 9631 count suggesting
very poor performance for false positive values. The false
negative value is 2148 and true positive value in this case is
47340. The use of XGBoost gives good binary classification
result with proper tracking of true positive and true negative
values with 47077 and 8287 counts. Further this algorithm
reduces false positive and false negative values with 1650 and
2411 counts respectively thereby increasing the performance
of binary intrusion classification.

The ensemble of all of those base classifiers provides further
improved tracking of true positive and true negative values
with reduced false positive and false negative values. For
ensemble binary classification the true positive count is 48402,
true negative count is 6108, false positive count is 3829 and
false negative count is 1086.

In case of multi-class classification of the standard dataset the
following confusion matrix was obtained:

Figure 6: Multi-class classification using ensemble learning

The multi-class confusion matrix of the standard dataset
(UNSW-NB15) shows good tracking of true positive values
among total predicted positive in case of backdoor, generic,
normal, reconnaissance and worms; intrusion classes. Further
it shows good tracking of true positive among actual positive
in exploits, generic, normal and reconnaissance intrusion
classes. The lower values of other intrusion classes may be due
to less number of such intrusion in the UNSW-NB15 dataset.
The micro average of precision is 82 percent and recall is 83
percent with average accuracy of overall multi-class
classification to be 83 percent.

The binary and multi-class classification of the custom
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generated dataset yield the following confusion matrices:

Figure 7: Binary Classification of custom generated dataset
with ensemble learning

The binary classification of the custom generated dataset
using ensemble learning with a pre-trained model shows good
classification result with over 91 percent accuracy, 93 percent
precision and 97 percent recall. The confusion matrix shows
good tracking of true positives and true negatives and
minimal false positive and false negative values.

Figure 8: Multi-class Classification of custom generated
dataset with ensemble learning

In case of multi-class classification of the custom generated
dataset using pre-trained ensemble model, the classification
results shows that the model trained on standard dataset can
be used to detect intrusion on real world scenarios. The model
detected ten classes of intrusion with high micro-average
accuracy of over 87 percent proving its usefulness in real world
scenario.

6. Conclusion and Future Work

The ensemble method can be used for various types of
intrusion detection. Further different algorithms can also be
tested for performance in intrusion detection scenarios. Use
of different kinds of dataset can train the model for different
kinds of intrusion types. The use of unsupervised learning and
deep learning in domain of intrusion detection can also be
explored as the future scope of intrusion detection research.
As further enhancement of this proposed model, options to
create a real time detection approach can be explored.
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