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Abstract

Sign languages play a vital role in order to develop a proper communication between the hearing impaired
people and normal people. Hand gestures are most widely used sign languages which includes hand
movements.In this paper we proposed a Nepali Sign Language Gesture Recognition System where both
hands or single hand are used for performing gestures.Two approaches are used in which feature extraction
is done by using CNN model.The classification part is done by using RNN in first approach and Vision
Transformer in second approach.Results obtained from approach 2 is found to give better accuracy that
approach 1.These two approaches were able to recognize word level Nepali Sign Language gestures in which
percentage of 87 test accuracy has been obtained from approach 1 where RNN has been used as a classifier
and percentage of 88 test accuracy has been obtained from approach 2 where Vision Transformer has been
used as a classifier. VGG-16 has outperformed than two other models for features extraction part. Thus, the
features extracted from VGG-16 has found to be better has compared to other two CNN models . Likewise,
the results obtained shows that Vision Transformer can outperform RNN not only in machine translation task
but they can also do better in task of computer vision.
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1. Introduction

Sign languages are those languages that are mainly
used for communication between the hearing
impaired people and the normal people.There are
many sign languages like American Sign Language,
Indian Sign Language,Chinese Sign Language, etc.All

the signs used in these sign languages are not similar.

There is a difference in the sign languages and Nepali
sign languages which are used by the deaf people are
also different as compared to other sign languages.A
nepali sign language teacher, Mr.Hari Prasad Adhikari
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Figure 1: Different signs used for friend in ASL,
NSL, CSL

has been teaching to differently abled people nepali
sign language for 5 years. He has also been
contributing more in virtual platform.He has been
uploading different nepali sign language videos in his
own youtube channel in order to make the hearing
impaired people learn more about nepali sign
language.There are different organizations and
schools which have been helping deaf people to learn
nepali sign language in our country Nepal.

There have been many sign language recognition
tasks carried out for ASL, ISL,CSL,etc. But very few
works have been done for Nepali Sign Language
gesture recognition ,especially as per the study, tasks
for Nepali Sign Language gesture recognition in word
level have not been performed yet and recognition of
Nepali signs for consonant and vowels are carried
out.There is a communication problem between the
hearing disabled people and regular people. The paper
presents hybrid model for recognition of Nepali Sign
Language Gestures in word level in which different
hand movements are included.Previously video
classification tasks are carried out using RNN and due
to the presence of high trainable parameter,model is
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very complex.Here,classical CNN extracts the
features from the images and classification task is
carried out using two different approaches.RNN is
used for classification in approach 1 and Vision

Transformer is used for classification in approach 2.

The performance of the proposed hybrid models are
compared and analysed using two approaches and
best model is used on the basis of high accuracy.

2. Literature Review

There have been many sign language recognition
techniques being developed which can be for
American Sign Language, Indian Sign Language,
Chinese Sign Language, etc. But it is still a
challenging research field for researchers. Maximum
of works have been performed for isolated sign
language recognition and less works have been done
for Nepali sign language gesture recognition.

[1] developed a system for finger spelling recognition
for NSL. They used the concept of vertex chain code
and freeman chain code for the extraction of features
of NSL.Three thinning binary images were used to
test and validate the algorithms: L-block, hexagon,
and pentagon.[2] developed a NSL recognition system
for consonant alphabet and vowel, skin color model
was used in order to segment hand from image and
blob analysis was performed in order to extract hand
features

A comparative analysis was proposed on Indian Sign

Language (ISL)[3] gesture recognition in real time.

Two different approaches were used: Euclidean
distance and KNN metrics. For the feature extraction
technique, this paper used direction histogram due to
its appeal for illumination and orientation invariance.

[4] presented a system by using a glove based
approach to recognize continuous gestures in real
time. They developed a wide glossary of sign
language interpreters that was useful for Taiwanese
for this purpose and used time-varying parameter
detection to tackle the issue of extraction for key
frames. statistical analysis. They employed a Hidden
Markov Model to recognize gestures. This system’s
average accuracy rate is 80.4. PCA for sign gesture
was proposed by [5] as a quick and effective
technique. They use video to extract three fps and
analyze them for those gestures which are static in
nature. This approach has a overall accuracy of 90.

For Korean Sign Language recognition, [6] presented

a method that employs Fuzzy Logic and a
HMM.Accuracy of 94 was obtained for fifteen
sentences belonging to KSL using these
strategies.Speed and velocity was considered for hand
motion. Sarfaraz Masood [9] proposed a system to
recognize hand gestures from video sequence using
the hybrid model CNN and RNN which was
performed for Argentinian Sign Language and
produced accuracy of 95.27.Very few tasks are carried
out using Vision Transformers for feature extraction
and image classification.[7] trained the ViTs with
ImageNet dataset and it was able to produce better
accuracy as compared to CNN model.[8] proposed a
system to recognize characters of ASL which includes
alphabets from a to b, which used CNN based model
which was able to produce accuracy of 96.

3. Methodology

A Nepali Sign Language Gesture Recognition system
is proposed to be developed which means that it
consists of two features which are the spatial features
and the temporal features. The spatial characteristics
consist of the spatial information about the individual
frames of the image. It helps us to know which
gestures/image is represented at that time
instance.Temporal features consist of the information
that takes place over a series of time. Two approaches
are used for training the model for spatial and
temporal features.The two approaches can be
described as below.

3.1 Collection of dataset

There is no dataset available for nepali sign language
on the internet due to which the dataset required for
this system is created by own. The creation of the
dataset required a huge amount of time and it was the
most challenging task in order to create the dataset.

3.1.1 Creation of nepali sign language gesture
video set

The dataset consists of a collection of signs where a
single hand or both hands has been used for performing
the nepali sign language gestures .In order to create
dataset, we took a reference from [9] and with the
approach followed in it , the dataset has been created
where the individuals wore black dress and orange
colored gloves. There are a total 25 signs used in this
system. Thus,a total of 25 signs database has been
created. The dataset consists of 25 labels arranged
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in a folder format in which the respective labels are
represented by the folder name and all the videos for
particular gestures are present inside the gesture folder.
The gestures are dynamic as well as static ones. All
25 different sign language gestures are recorded. 22
non-expert subjects were used for creating the gesture
videos. Each of the non-expert individuals performed
the repetitions of the 25 gestures for 5 times each
. The first two non-expert individuals performed 10
repetitions of the 25 gestures and the remaining 20
individuals performed 5 repetitions. We took help
from more individuals in order to have variation in the
dataset . There are altogether ten two handed signs
and 15 single handed signs.

Y Yr!

Figure 2: 4 Sample images of different individuals
for gesture ‘Chaamal’

ded 2

Figure 3: 4 Sample images of different individuals
for gesture ‘Chocolate’

3.1.2 Description of signs

The gestures that are used are of different hand
movements and there are variations in the hand
gestures.The signs that have been used are listed
below in the table. It includes the label name and
another column specifies whether the sign.was
performed using a single hand or both the hands. ‘S’
denotes that the sign was performed using a single
hand and ‘B’ denotes that the sign was performed
using both hands. The signs that have been used
mostly belong to food items , week days and greetings
which consists of variations in hand movements.

Table 1: Labels for different gestures

SN | Label (Gesture) Hand SN | Label(Gesture) Hand
1 3EaaR B 14 §R s
2 ST S 15 fadEr B
3 @ § 16 §¥ER B
4 dFd B 17 (4 s
5 9Hd B 18 HIEAR S
6 | S 19 A9 s
7 |9 B 20 | s
g o B 21 A B
g fodll S 22 FHER S
10 |G g 23 YEFER s
n | S 24 UHER s
12 FE B 5 BER s
13 |95 B

3.1.3 Recordings

With proper consultation with Nepali Sign Language
teacher, Mr. Hari Prasad Adhikari and with the help
of the videos uploaded by him in his own youtube
channel,different gestures were analyzed. All the
recordings were done in different environmental
conditions with natural lightning.It was taken in both
outdoors as well as in indoor environments too.
Subjects performed the signs standing with a plain
background.All the 22 individuals use orange colored
gloves in both the hands and recordings of the
respective gestures have been performed.In order to
remove all the issues associated with skin color
variation, the individuals wore black colored dress and
plain background.All the individuals stand in a plain
background wearing orange colored gloves, then
videos are recorded which are 1-2 secs long. The
individuals are assisted by me in which the videos for
NSL videos recorded by Hari Prasad Adhikari are
also shown to the individuals.

The camera used for recording all the videos is
Samsung Note 5. The resolution of the videos is 1920
by 1080 at 30 frames per second. Hence the videos
are of good quality and the size of the data is a bit
huge.Single gesture consists of 120 videos.Thus there
are a total 3000 videos of 25 gestures.The total size of
the dataset is 4GB and size of each video is 776kb but
all the videos are not of same time, so the size of each
video varies. Some videos are recorded for 1 second
whereas some videos are recorded for 2 seconds as
well depending upon the time taken to perform
gesture.
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3.2 Extraction of frames and preprocessing

A video is a collection of sequences of frames. Thus
in order to process the videos ,respective frames
contained in video should be extracted in order to get
useful features of the particular gesture.We have used
orange colored gloves that helps for proper color
segmentation.The BGR values are noted down for the
orange color consisting of the lower and upper
boundary of it. We used colorpicker in order to find
the BGR values of the gloves. Two masks are created
then we perform bitwise ORing for these two masks
in order to capture the required region of interest. The
final preprocessed image that we get is a gray scale
image of hands which acts as an input for the feature
extractor module.

Two major steps are being carried out which consists
of the feature extraction part and the classification
part.The first approach in this nepali sign language
gesture recognition consists of feature extraction by
CNN model and classification part by RNN(LSTM)
model in approach 1 and Vision Transformer in
approach 2.

R
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Figure 4: Extraction of frames from video and
preprocessed images

3.3 Extracted frames given to CNN model

Three different architectures of CNN model are used
for feature extraction in order to experiment what type
of results do we obtain in these different architectures
of CNN model.Inception V3, Densenet121 and VGG-
16 are three different pretrained models which have
been used here.

Two major steps are being carried out which consists
of the feature extraction part and the classification
part.The first approach in this nepali sign language
gesture recognition consists of feature extraction by
CNN model and classification part by RNN(LSTM)
model in approach 1 and Vision Transformer in

approach 2.

3.3.1 InceptionV3

The Inception V3 model is one of the pretrained
models which has been trained with the ImageNet
dataset consisting of 1000 classes. We will get 2048
features from the inception v3 model.

3.3.2 VGG-16

It is one of the pretrained CNN models which consists
of 16 layers which have weights in it.There are 16
weighted layers in VGG16 where thirteen
convolutional layers ,five max pooling layers , three
dense layers and remaining 21 layers are present in it.

3.3.3 Denseneti21

An architecture that mainly focuses on constructing
the deep learning networks goes even deeper which
consists of 120 convolutional layers and 4 average
pooling layers.

3.4 Training model (temporal features)

Temporal features are those features that are highly
associated with time or vary over time.Video consists
of sequential frames in it which varies in time.Two
approaches have been used for training the model for
temporal features.
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Figure 5: System Block Diagram

3.4.1 Training RNN (Approach 1)

A Long Short-Term Memory (LSTM) model, which is
an RNN with LSTM units is used for training
purpose.The proposed model is a huge network which
consists of single layer of 256 LSTM units.
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Figure 6: Used LSTM model

3.4.2 Training transformer (Approach 2)

A positional embedding layer is formed before
transformer encoder where every tokens are passed
through positional embedding layers and a position
encoding is added to the encoded video tokens. Then
all the tokens passes through the transformer
encoder.The transformer encoder block is divided or
broken down into two parts.The temporal
self-attention layer computes attention between all
tokens extracted from a different temporal index after
the first multi-headed self-attention layer computes
attention between all tokens extracted from the same
spatial index (i.e., among all tokens extracted from the
same clip).
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An output label is obtained through a class token and
the class tokens are fed to the feed forward neural
network in order to get the final output prediction.

4. Evaluation Metrics

4.1 Cross entropy

The amount of ”wrong” or “far away” the model’s
forecast from the actual data determines cross entropy
loss.

efvi
[‘i = —]03(21 efj) (4.1)
H(p,q) = - Z p(x)logq(x) 42)
Whae il =
cre , yi Z) = ZE:lezk 43)

C=total number of classes. Equation 4.3 is the softmax
function.

4.2 Prediction score

The softmax function is used for multi class
classification which shows the mathematics behind
the prediction score. The softmax equation can be
given as

zj
fi(2) = ==

TE_, ek (4.4)

The Z here represents the data from the output layer’s
neurons. Where C=total number of classes. The
exponential is used to depict nonlinear functions. The
sum of exponential values is used to standardize and
transform these data into probabilities. The logit score
matrix, often known as the net input matrix, is given
by Z=XW+b where, X is a feature matrix of
dimension n m, W is a weight matrix that represents
the weight assigned to one feature for particular class
label and has dimension m k b as the bias value.

5. Results and Discussion

There are altogether 3000 videos of nepali sign
language gestures which consists of 25 classes that
mostly consists of gestures for food items, weekdays,
etc.80 percent of the total video sets are used for
training and 20 percent are used for testing
sets.Experiments have been performed on 25 types of
Nepali sign language gestures. Each gesture consists
of 120 videos each. Altogether 22 individuals have
been used for acting about the gestures and they have
performed five repetitions of each gesture.
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The two models has been developed on python
programming language, Python 3.8.3 on google
colab.The model has been trained in NVIDIA RTX
2070.Various packages such as Opencv, Keras,
Numpy, Matplotlib, Tensorflow,Transformers, etc
have been used according to the need of the
experiment. The table below shows the number of
samples used in this experiment.

Table 2: Sample statistics

Total ber of
SN Sample names oral number o

samples
1 Total videos 3000
2 Total non-expert signers used 22
3 Total videos for single gesture 120
4 Training videos 2425
5 Testing videos 575
< Total frames considered for each -

video

7 Total training sample frames used 1.33.375
g Total testing sample frames used 31.625

5.1 Training RNN (Approach 1)

The experiment was carried out using three pretrained
CNN architecture as a feature extractor and LSTM
model has been used for training for temporal features.
The convergence of model is found to be better in

model accuracy

model accuracy 10
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Figure 7: Train Vs Val. Accuracy for RNN
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Figure 8: Train Vs Val. Loss for RNN

5.2 Training Transformer (Approach 2)

The experiment was carried out using three pretrained
CNN architecture as a feature extractor and Vision
Transformer model has been used for training for
temporal features. The model convergence is seen

model accuracy

model accuracy
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(c) DenseNet121

Figure 9: Train Vs Val. Accuracy for Transformer

better in VGG-16 using Vision Transformer .

5.3 Testing Trained Models

Total gestures used for testing =575 Total gestures per
category=23

5.3.1 Testing RNN (Approach 1)

Out of 23 test videos following test videos are correctly
predicted.
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Figure 10: Train Vs Val. Loss for Transformer

Table 3: Accuracy per gesture using RNN(approach
)

Labels Exp_1 Exp 2 Exp 3 Labels Exp 1 Exp_2 Exp 3
STSAaR 86 82 86 TR 78 83 83
ST 69 78 9 faglar 87 96 96
geici) 91 91 91 AR 87 87 88
AR 87 87 83 #H 69 97 74
Bt 100 61 97  HIWEAR 70 97 83
EIS 83 87 83 AN 83 91 87
T 70 ) 97 RN 80 70 74
SR 87 92 92 Xt 81 70 70
fort 100 92 92 MER 87 92 94
e 80 87 100  YHER 87 100 100
fe 83 65 65  IWER 78 92 83
TR 87 87 97 TR 83 83 83
e 83 92

5.3.2 Testing Transformer ( Approach 2)

Out of 23 test videos following test videos are correctly
predicted.

Table 4: Accuracy per gesture using Vision
Transformer(approach 1)

Labels Exp 4 Exp_5 Exp 6 Labels Exp 4 Exp 5 Exp_6
AEdaR 87 91 87 &R 39 100 65
ST 65 78 16 fadlaR 91 87 100
el 91 87 91  FHER 89 100 69
EENG 91 9% 87 W 91 69 100
THd 74 74 78 HI@AR 69 9 80
EiS 74 39 83 AN 74 78 96
EIEl 74 69 83 I 78 70 87
SR 74 9% 96 Xt 23 83 74
faett 83 80 91  WMER 83 100 100
ard 83 69 91  [HER 88 96 100
fea 90 96 91  HWER 100 78 87
THE 9% 100 91 TR 96 78 87
e 91 90 91

Table 5: Classification Results

Pretrained CNN Accuracy using Vision

S.N  Model Acc using RNN Transformer
1 Inceptionv3 79% 82%
2 VGG-16 87% 88%
3 DenseNetl21 80% 86%

Among the three models used as a feature extractor, the
best model was found to be a transformer using VGG-
16 as a feature extractor. Thus, the second approach
has an average test accuracy of 88

5.4 Validation of model

Kfold cross validation has been used in order to
perform validation of the model. 5 fold cross
validation has been done and the results can be shown
in the table below:

Table 6: Kfold Test Results

Experiment Test Accuracy

Fold 1 0.8569
Fold 2 0.8861
Fold 3 0.9152
Fold 4 0.9069
Fold 5 0.9083
Average 0.8947

Among the models used in six experiments, the best
model was found to be using approach 2 in which
VGG-16 has been used as a feature extractor module
and Transformer has been used for classification .
Thus, this model has been used while performing
K-fold cross validation . The test accuracy of different
folds can be shown in the table above in which the
minimum test accuracy of the fold is found to be
0.8569 and maximum test accuracy of the fold is seen
to be 0.9152. Thus the average accuracy of the model
is 0.8947.

6. Conclusion

Thus, using two different trained models, the
performance of transformer has found to be better
with test accuracy of 88.Among the pretrained models
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used, VGG-16 is found to perform better with the
classification models as compared to other two models
that has been used for feature extraction. There are
more features given as an output by VGG-16 as
compared to other models because of which the result
is better as more features have been extracted. Thus,
performance in approach 2 is found to be better as
compared to the performance in approach 1

Hence, the transformer is found to be performing
better as compared to LSTM. All the inputs have been
ingested at once by using a transformer whereas all
the input feature vectors are not ingested at once using
LSTM because of which there is no parallel
processing in approach 1.This accounts for better
performance by using approach 2.

The task of hyperparameter tuning for different models
in order to increase the accuracy of the models can be
done.
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