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Abstract
Hilly and mountainous parts of Nepal are most vulnerable to earthquake and landslide-related risks. Every
year during monsoon these area encounters highway blockage due to landslides but the concerned authority
has not performed any kind of study along this highway to date. This study tends to find the best landslide
susceptibility model in these mountainous terrains using statistical (Frequency Ratio) and machine learning
(Random Forest) approaches. A total of 239 landslides were mapped using historical landslides, satellite
images, and field surveys then these landslides were split into 80% training dataset and 20% testing dataset.
Landslide susceptibility mapping was performed based on 12 landslide conditioning parameters under four
groups mainly topographic factors (Slope, Aspect, Elevation, Profile curvature, Plan curvature), hydrological
factors (Proximity to stream, Precipitation, Topographic wetness index), geological factors (Lithology, Fault
line), and other factors (Proximity to road, Land use Land cover). The Landslide susceptibility map produced
using both methods was classified into five classes very low, low, moderate, high, and very high. The validity
and accuracy were tested by calculating the areas under the curve (AUC) value of the receiver operating
characteristic (ROC) curve. The result illustrates the performance of both models where the RF model
(AUC=0.902) performed better than the FR model (AUC=0.812). The final landslide susceptibility maps can
be used for disaster risk reduction, land use planning, and early warning systems.
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1. Introduction

Landslides are among the most damaging natural
hazards in the mountainous terrains of Nepal mainly
due to earthquakes, fragile structures, and heavy
rainfall. About 2/3 of the total area lies in the
mountainous or hilly area with half of the country’s
population residing in this area. Every year country
encounters many flood and landslide-related hazards
in the high elevation area due to intense rainfall,
especially in the monsoon season. As defined by [1]
Landslide is movement of mass like debris flows and
soil, debris, rock slides. The study of landslides are
gaining popularity worldwide due to its impact on
socio-economic factors and due to problem of village
hollowing on the mountainous environment [2]. High
mountain regions rely on roads for accessing the
infrastructures such as hospitals, schools, and

marketplaces for their long-term development and
economic prosperity [3]. Therefore, understanding the
distribution, frequency, and susceptibility of
landslides along the transportation network is
important for characterizing the impact on the
population within this region.

Landslide susceptibility is the likelihood of a
landslide occurrence in an area based on past
landslides and local terrain conditions [4]. But it is
possible to conduct effective landslide risk prediction
and mapping based on the available technologies and
existing geo-hazard research. But it is possible to
conduct effective landslide risk prediction and
mapping based on the existing geohazard research and
available technologies [5]. Based on the literature
review Landslide susceptibility mapping can be
categorized as a heuristic, deterministic, statistical,
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machine learning, and other methods. A heuristic
methods are the traditional way of finding the LSM
which is based on expert knowledge [6, 7, 8].
Deterministic methods are based on the field survey
data and laboratory test data which is only applicable
in a small area because for the large area the resource
and budget required are high [9, 10, 11]. Statistical
methods are based on the mathematical calculation of
the field data and expert knowledge. This method
produces the result based on the past landslide data
and triggering factors [12, 13]. Likewise, another
method is machine learning which analyses the
relationship between training data sets (past
landslides) and triggering factors. Then, based on the
relationship model predict the high potential area to
landslide [14, 15, 16].

As mentioned above there are many approach for
landslide susceptibility mapping among them
statistical and machine learning approach are gaining
popularity due to their robust calculation and accurate
result. Statistical models are built based on the
analysis between past landslides and triggering
factors. There are various statistical analysis models
that had been widely used such as frequency ratio
(FR) [15], weights-of-evidence [17], evidential belief
function [18], information model. Comparison
between different statistical methods was done and
the performance of FR model was generally better
than others. For example, [11] compared landslide
susceptibility mapping of the road section and found
that the frequency ratio (FR) performed better than
other statistical methods like statistical index (SI), and
weights-of-evidence (WoE) approaches. Likewise,
[19] compared five statistical methods particularly
AHP, WoE, Logistic Regression (LR), FR and
Weighting Factor (WF) and concluded that FR gives
higher prediction rate 86.59 percent followed by WOE
with 82.38 percent, AHP with 77.86 percent, WF with
77.58 percent and finally LR with 70.45 percent. With
Advancement in technology and availability of huge
amount of data many machine learning approaches
have been developed like Support vector machine
(SVM), Random forest (RF), LR, Decision tree (DT),
Deep learning Neural Networks and so on. Based on
various studies related to Landslide susceptibility
mapping these models produce better result compared
to heuristic and statistical models. But with the better
performance they have complex modelling processes
and require highly skilled manpower to use the model.
Compared to other machine learning approaches, RF
has out performance in both classification and

prediction, unlike other methods it uses the
combination of multiple decision trees and produces
the result based on majority voting. Zhao, Liu, and
Xu [20]compares different machine learning approach
and concludes that RF model have high success rate
compare to other models. Likewise, Chen[21]
performs a comparative study of RF, Classification
and Regression Tree (CART), and Logistic Model
Tree (LMT) models and found RF provides an
accurate prediction of 83.9 percent than LMT 82.6
percent and CART 77.3 percent.

Researchers around the world use different techniques
for landslide susceptibility mapping mainly statistical
and machine learning approach but few have done the
comparative study between these methods. So, this
study tends to perform the comparison between FR
model which have good result among other statistical
methods and RF model which performs better
compared to other machine learning methods. Even
though two method have their own algorithm,
advantages and exhibit better results, comparative
study between two methods can help researcher in
model selection. Very less study have been done in
the mountainous part of Nepal due to lack of high
resolution data and difficult terrain So, this study will
help researcher and policy maker to work in the area
of landslide disaster prevention, land use plan and
early warning system.

2. Materials and Methods

2.1 Study Area

Study was conducted in Pokhara-Beni highway of
Gandaki province, Nepal. This highway runs east to
north-west starting at province capital Pokhara in
Kaski District and ending in Beni of the Myagdi
District. Highway mostly runs along the hilly part
from Pokhara to Nayapul and then it runs parallel to
Modi river between Nayapul and Kushma, Beyond
Kushma it follows Kali Gandaki river. It is only a
proper roadway to connect hilly districts with the
province capital Pokhara. Highway is 84 km in length
and extends from latitude 28.209°N to 28.376°N and
longitude from 83.564°E to 83.985°E. For this study,
we defined a 3 km buffer from the centreline of the
highway on both sides which covers an area of 280.23
km2. Study area lies in subtropical region, with hot
and rainy summers and relatively cold and rainless
winter. Likewise, the study area is abundant with
rainfall, as Pokhara and Lumle two of the highest
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rainfall area of the country lies along the highway.
According to Department of hydrology and
meteorology annual average rainfall along the
highway ranges from 150mm to 450mm with most of
the rainfall occurring during the monsoon season i.e.
July-August ranging from 400mm to 1400mm. Most
of the highway runs along the hilly area so the
elevation ranges from 649m to 2376m above the mean
sea level with slope angle up to 76 degrees.

Figure 1: Study Area

2.2 Datasets

2.2.1 Landslide Inventory

The landslide susceptibility map uses existing
landslide data (landslide inventory map) and
triggering factors to find out the relationship between
these two factors and predict the possibility areas
where landslide can occur. Being one of the key factor
for finding the LSM, landslide inventory mapping was
done by evaluating historical landslide data, field
surveys, and satellite imagery. Altogether 239
landslides were mapped inside the study area. These
were the data of the dependent variables (landslide
polygon) which was used to train the model. The
dependent variable constitutes the occurrence (or not)
of landslides. The size of landslides varies with the
location and their topography with the largest
landslide polygon with an area of 116476.28 km2 and
the smallest polygon with an area of 169.96 km2

respectively. The average area of the landslide
polygons was 5600.73 km2. Along with the landslide
data non-landslide data are also important because
taking only landslide data as training data can result in
overestimation of the model. Many study have
suggested the ratio of landslide to non-landslide as 1:1
[22, 23]. Therefore, the same number of

non-landslide data were randomly selected excluding
the 500m buffer of the existing landslide and stream
network in the study area.

2.2.2 Landslide Conditioning Factors

Another important factor uses to model the landslide
susceptibility mapping is the landslide conditioning
factor or triggering parameters. The relationship
between past landslides and the environment i.e.
conditioning factors in which the landslide has
occurred can be used to predict the future event. To
find out the landslide susceptible area we have
analyzed the physical parameters that control
landslide susceptibility i.e. landslide conditioning
factors. We have categorized landslide triggering
factors into four groups mainly topographic factors,
hydrological factors, geological factors, and other
factors. Altogether 12 parameters were used in this
study under four category.

Topographic factors
Topographic factor consists of five parameters like
elevation, slope, aspect, plan curvature and profile
curvature. Elevation status was derived from the
digital elevation model (DEM). The elevation is
considered as an important triggering factor for
landslides. Elevation of the study area ranges from
649m to 2376m (Fig. 2). Being the mid hill highway
most of the area are located in higher altitude region.
Slope angle is another important factor which have
higher impact factor compare to other conditioning
factors. Mostly area with higher slope exhibits more
landslide as these regions are steep and can causes
more stress on the environment. Slope of the study
area varies from 0 degree to 83 degrees. The bulk of
study area were very steep and rugged (Fig. 3).
Aspect is another important conditioning factor used
for LSM. It denotes the slope direction and have
difference in the value of sun exposure. The aspect
was categorized into nine classes based on the facing
direction using angular values (Fig. 4). The curvature
is defined as the rate of change of slope in a particular
direction. Plan curvature shows the surface which is
perpendicular to slope direction. It usually has three
types laterally convex, laterally concave and linear
denoted by positive, negative and zero value
respectively (Fig. 5). Profile curvature shows the
surface which is parallel to maximum slope direction.
It usually has three types upwardly convex, upwardly
concave and linear denoted by negative, positive, and
zero value respectively (Fig. 6).
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Hydrological factors
Hydrological factor consists of three parameters
proximity to stream, precipitation and Topographic
Wetness Index. Stream proximity is another important
parameter for LSM as surface closer to stream exhibit
soil erosion and landslides due to the scouring effect
of water. Six buffer zone have been drawn around
Rivers based on the Euclidean distance (Fig. 7).
Precipitation is one of the most important triggering
factors for a landslide. Most of the landslide occurred
at place which encounters maximum rainfall. Our
study area consists of 5 major rain gauge station in
Pokhara, Lumle, Kushma, Baglung, and Beni. The
data was obtained from hydrology and meteorology
department and these data were interpolated in GIS
using kriging technique. 32 (1990-2021) year average
rainfall data from department of hydrology and
meteorology was purchased and used for this study. It
was categorizing into four classes ranging from
2000mm to 4000mm of yearly precipitation (Fig. 8).
The topographic wetness index (TWI) is another
important factor which contribute to LSM. It is
prepared using the byproduct of DEM such as slope
degree and flow accumulation. It is expressed as: TWI
= ln(α/Tanβ ) where α is the upslope value from
flow accumulation i.e. upstream contributing area and
Tanβ is slope angle. It usually shows the soil moisture
content and tendency of an area to accumulate water.
It was classified into five classes(Fig. 9).

Geological factors
Geological factor also consists of two parameters
proximity to a fault line and Lithology. Both the data
were obtained from the Department of mines and
geology. Lithology mainly focuses on the types and
formation of the rocks. As Nepal has young geology
with the fragile structure it is vulnerable to landslide
related risk. Study area comprises of four types of
lithology mainly Gneiss migmatite, Quartzite, Fluvial
non calcareous and Slate Phyllite (Fig. 10). Another
geological factor that is important for LSM is fault
line. These lines are usually the fracture in the earth’s
surface and earthquake occurs and affects these
surface more than other normal surface so, the places
close to fault line are more likely of experiencing
mass movement. Six category was made based on the
Euclidean distance from fault line (Fig. 11).

Other factors
All the remaining parameter comes under other factor
which consist of land use land cover and proximity to
a road. Proximity to Road is also one of the important

factor which directly contribute to landslide. Like
stream proximity the areas closer to road network
have higher impact in landslide than area farther from
road. Also, newly constructed road can cause more
landslide as it will break the sloe stability and causes
pressure on the upper slope of road. For this reason,
Six category was made based on the Euclidean
distance from centerline of roads (Fig. 12). Land Use
Land Cover was another parameter use for landslide
susceptibility mapping where it was categorize into
five classes mainly agriculture, Riverine and Lake,
forest, built-up and, barren where most of the area is
covered by forest i.e. 52.67%, 8.3% of the land is
covered by Built-up, 32.11 by agriculture, 1.69% by
Riverine and Lake, and 5.22% by barren land (Fig.
13).

Figure 2: Elevation Map

Figure 3: Slope Map
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Figure 4: Aspect

Figure 5: Plan Curvature

Figure 6: Profile Curvature

Figure 7: Proximity to Stream

Figure 8: Precipitation

Figure 9: TWI

Figure 10: Lithology

Figure 11: Fault Line
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Figure 12: Proximity to Road

Figure 13: Landuse/Landcover

2.3 Methodology

Figure 14: Flow chart of Methodology

Two methods statistical and machine learning were
used in this study based on the landslide inventory.
(Fig. 14) shows the detail process adopted for landslide

susceptibility mapping. Usually both the method uses
same datasets i.e. conditioning factors and landslide
inventory.

2.3.1 Frequency Ratio (FR)

The FR is the ratio of the probability of the landslides
occurrence to the probability of non-landslide in a
given area. It is usually the quantitative relation
between landslide inventory and conditioning factors.
The frequency ratio has been calculated using Eqn 1

FR =
(NLS/∑NLSi)∗100
(NC/∑NCi)∗100

(1)

where FR=frequency ratio value, NLS=number of
landslide pixels in a class of a factor, NLSi=sum of all
landslide pixels in the entire area, NC=number of
pixels in a class of a factor and NCi=sum of all pixel
class in the entire area. Frequency ratio value
calculated using the Eqn. 1 was used to reclassify all
the 12 factors and also use to find the prediction ratio.
Finally, the frequency ratios of each factor’s type or
class were summed to calculate the landslide
susceptibility index using Eqn. 2.

LSI = ∑FRi (2)

where LSI is the landslide susceptibility index and is
the FR of each factor range or class.

2.3.2 Random Forest (RF)

Random forest is one of the popular machine learning
approach that builds multiple decision trees from
different subsets of data which uses the bagging
technique to randomly select samples from the
training dataset for the classification and regression
tree construction. It was first introduced by [24].
Comparing with other landslide division techniques,
RF methods uses two random sampling i.e. features
and samples. Unlike single decision tree RF method
improve the accuracy of the model using randomly
generated methods to select samples and features.
Then the majority vote from multiple decision tree
results the final output. R studio was used to develop
the random forest model with the training dataset
where the performance of the model was enhanced by
using the 10fold cross-validation in the caret package
in R. Other hyper parameters were also tuned in R to
find the best value.
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3. Result and Discussion

As we are performing the comparative analysis
between statistical and machine learning approach. It
is done based on three approaches: Landslide
Susceptibility Mapping results, Conditioning Factor
Importance and Model Performance evaluation and
comparison.

3.1 Landslide Susceptibility Mapping results

For statistical approach we have used the frequency
ratio method which generate the result based on
quantitative relation between landslides and
conditioning factors. LSM was calculated based on
the equation 1 and equation 2 on ArcGIS platform.
The Landslide susceptibility map was reclassified into
five classes using natural breaks method [25].
Moderate class has largest area (26.61%), followed by
high (23.65%), low (22.13%), very low (17.98%), and,
very high (9.63%), (Fig. 15).

Figure 15: Suitability Map using FR method

Figure 16: Suitability Map using RF method

Likewise, for the machine learning approach we have

used Random Forest method in R studio and the LSM
was generated which was also classified into five
classes very low (25.71%0, low (22.96%), moderate
(23.03%, high (17.75%) and, very high (10.55%),
(Fig. 16).

Figure 17: Suitability Map Comparison

Comparison between two methods is shown in the
graph (Fig. 17). Result shows that PATICHAUR to
DOBILLA and CHHAMARKE to GALESHWOR
section of road are highly susceptible to landslides.
After evaluating all the results from both frequency
ratio and random forest method it was found that there
was a certain variation in output. Firstly, landslide
susceptibility maps prepared using both methods have
some similarities in terms of their percent values for
all classes but their distribution in the map is different.
Especially, from Maldhunga to Galeshwor section the
map prepared using the FR method shows a huge
percent of high and very high zone whereas the map
prepares using RF method shows comparatively less
area at the high and very high zone with the majority
portion under the moderate zone. After analysing the
result and performing the field verification it was
found that RF method shows the better result
compared to FR method. Being one of the best
statistical method frequency ratio still exist some
heuristic approach for data analysis such as in case of
defining parameter classes and FR method is based on
the ratio between these classes and landslide inventory
data. So, there is always a room for bias in defining
the classes which result in variation of output based
on expert opinion. Likewise, splitting of landslide
inventory data into training and testing can also have
bias because splitting is usually done randomly which
can cause uneven distribution of data. But Random
forest algorithm uses the machine learning approach
for data splitting so there is no room for bias and also
10-fold cross validation is performed in RF method

402



Proceedings of 12th IOE Graduate Conference

which uses the best combination of training data for
model creation and hyper parameter optimization for
better result. Apart from these fact RF method uses
both landslide and non-landslide data for model
training and testing which will reduce the problem of
under fitting or over fitting.

3.2 Conditioning Factor Importance

Frequency ratio and random forest method uses 12
conditioning factors Elevation, Slope, Aspect, Plan
curvature, Profile curvature, Fault line, Lithology,
Topographic Wetness Index, Precipitation, Proximity
to Stream, Proximity to Road, Land use/Land cover
for LSM. Both the methods uses 80% training data to
train the model. In FR method Elevation have greater
importance followed by Precipitation, Slope and
Lithology whereas Proximity to Stream, TWI,
Proximity to Road have comparatively lower
importance. Likewise, in RF method Slope, Elevation,
Precipitation have high importance whereas TWI,
Plan curvature, Profile curvature have lowest
importance. Comparative analysis between the feature
importance are shown in the (Fig. 18)

Figure 18: Factor Importance Comparison

3.3 Model Performance evaluation and
comparison

Accuracy assessment was done for both the method
using the 20% of the test dataset. Both the method
uses area under the curve (AUC) value of Receiver
Operating Characteristics (ROC) curve to test the
model. In Frequency Ratio method AUC was
calculated in ArcGIS platform whereas in Random
Forest method model testing was done in R studio.
Pourghasemi[13] describe that success rate curve is
used to evaluate how well landslide susceptibility
maps classify existing landslide areas. The AUC value
ranges from 0 to 1, value closer to 1 means model
have higher prediction accuracy whereas lower means
lower accuracy. The AUC for both the model was
obtained based on training and testing sample. (Fig.
19 and 20) illustrate that Random forest model have
highest prediction accuracy with an AUC value of
0.902 whereas Frequency ratio model have AUC
value of 0.812.

Figure 19: AUC of ROC curve

Figure 20: AUC of ROC curve
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4. Conclusion and Recommendation

Landslide susceptibility mapping provides the
possible causes and location of landslides which can
be useful for evaluation and prevention of landslides.
In this study we have used statistical and machine
learning approach to find the LSM along the
Pokhara-Beni highway and their comparative study
was done. The main conclusion of the study are as
follows: Total of 239 landslide samples were
collected based on the historical landslides, satellite
imagery, and field surveys. During the observation it
was found that most of the landslides occurred during
the monsoon season due to heavy rainfall and new
road construction. The landslide inventory was split
into 80-20% ratio for training and testing purpose.
But for the RF method equal number of non-landslide
were used and altogether 478 samples were split for
training and testing. Susceptibility mapping was
performed based on 12 landslide conditioning factors
using training data. LSM using FR model shows that
about 33% of the area falls under high and very high
class and remaining 67% under other classes.
Likewise, RF model shows about 28% of the area falls
under high and very high class and remaining 72%
under other classes. While evaluating the importance
of conditioning factors both the model shows Slope,
Elevation and Precipitation has high importance while
other factors have relatively low importance. The
result shows that Random forest model have highest
prediction accuracy with an AUC value of 0.902
whereas Frequency ratio model have AUC value of
0.812. Result also shows that PATICHAUR to
DOBILLA and CHHAMARKE to GALESHWOR
section of road are highly susceptible to landslides.
After evaluating all the factors, it was found that both
the Frequency ratio and Random forest have yield
better result in the mountainous terrain. So, we can
use both the method for LSM but RF method is highly
recommendable. Finally, the result from this study
can be used for land use planning and disaster risk
reduction. Since government is constructing Mid-Hill
highway along the most section of the study area it is
highly recommended to use the susceptible map and
use early warning system in the area expose to
population.
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